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Semantic Dependency Parsing
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Semantic Dependency Tree & Graph
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Problem

* Full semantic graphs can be expensive to annotate.

e Efforts are fragmented across competing semantic theories, leading
to a limited number of annotations in any one formalism.

top

argi
loc_ _and ¢ -
/ arg1 %ﬁf
, 0SS
/ P 7 .

Last week , shareholders took their money and ran .

(a) DM

top

argil
oor!
coord
/N

>C
argl arg/ﬁ
/\ o a'@.

argl

Last week , shareholders took their money and ran .

(b) PAS

p

N

° conj_
/ -
L\

Last week , shareholders took their money and ran .

(o) PSD

2015 SemEval shared task on Broad-
Coverage Semantic Dependency Parsing
(SDP; Oepen et al., 2015)

English-language corpus with parallel
annotations for three semantic graph
representations



Motivation

* Overlap among theories and their corresponding
representations can be exploited using multitask learning.
allowing us to learn from more data.
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Three formalisms

* DM (DELPH-IN MRS)

e DeepBank

* Manually-corrected parses from the LinGO English Resource Grammar
* PAS (Predicate-Argument Structures)

e Extracted from the Enju Treebank

e Automatic parses from the Enju HPSG parser
* PSD (Prague Semantic Dependencies)

* Extracted from the tectogrammatical layer of the Prague Czech-English
Dependency Treebank



Single-Task SDP A5

shareholders took

* Input sentence I, A
| | y = arg max S(z,y),
* Set of possible semantic graphs Y(xz) yeY(x)

e Score function §"

* Decompose S into a sum of local scores s for local structures p in the graph
S(z,y) = Z s(p).
pEY
* Basic model: Neural arc-factored (3l 43 #%) graph-based dependency parsing

 AD?3 to find the highest-scoring internally consistent semantic graph.



Basic Structure

predicate] indicating a predicate word, de-
noted 1—-;
unlabeled arc) representing the existence of
an arc from a predicate to an argument, de-
noted 1—7;
labeled arc,| an arc labeled with a semantic

A
role, denoted ¢+ — 7.



Basic Model
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Basic Model
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Basic Model
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Basic Model
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Learning

e Loss function

A 1l —
mln—||@||2 NZL i, Yi; ©),

L2-regularized structured hinge loss

L(zi,y;0) = S(zi,y) +c(y, vi
(zi-y;0) = max {S(zi,y) +c(y,v:) }

Sentence Gold parse
- S(:L’i, yi) .



Decoding Constraints

: 1—- 1f and only if there exists at least one j |

 If i— 7, then there must be exactly one label /

/
| ''such that i — j. Conversely, if not i—j, then ' :

¢
| there must not exist any i — j: '



Experiments

Model DM PAS PSD Avg.
Duetal., 2015 89.1 91.3 75.7 86.3
id A&M, 2015 88.2 909 764 86.0
BASIC 894 922 77.6 874
Duetal,2015 81.8 87.2 733 81.7
ood A&M, 2015 81.8 869 748 82.0
BASIC 84.5 88.3 75.3 83.6

Table 2: Labeled parsing performance (F7 score)
on both in-domain (id) and out-of-domain (ood)
test data. The last column shows the micro-
average over the three tasks. Bold font indicates
best performance without syntax. Underlines indi-
cate statistical significance with Bonferroni (1936)

correction compared to the best baseline system.
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Multitask SDP

e Use training data for all three formalisms to improve performance on
each formalism’s parsing task.

* First-order model, where representation functions are enhanced by
parameter sharing while inference is kept separate for each task

* Cross-task higher-order structures that uses joint inference across
different tasks



Multitask SDP with Parameter Sharing

* FREDA :Task-specific BiLSTM encoders as well as a common one that
is shared across all tasks(h).
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 SHARED: use only the shared encoder and does not use task-specific
encoders sl [=5] [o




Multitask SDP with Cross-Task Structures

 Look at interactions between arcs that share the same head and
modifier
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(b) Second-order. | (¢) Third-order.




Multitask SDP with Cross-Task Structures

 Higher-order structure scoring

SILRTS (), B ()],

parameter parameter



Experiments

* SHARED1 * SHARED3
* First-order model e Third-order model
* Single shared Bi-LSTM encoder * Shared Bi-LSTM encoder
* Inference separate for each task * Cross-task structures and inference
* FREDA1l * FREDA3
* First-order model e Third-order model
* Shared encoder as well as task-specific ones » Shared encoder as well as task-specific ones

* Inference is kept separate for each task e Cross-task structures and inference



Experiments

DM PAS PSD Avg.

Du et al., 2015 89.1 913 757 86.3
A&M, 2015 (closed) 88.2 909 764 86.0

A&M, 2015 (open)’ 89.4 91.7 77.6 87.1

BASIC 894 922 7T77.6 874
SHARED ] 89.7 919 77.8 874
FREDA 1 90.0 92.3 78.1 87.7
SHARED3 90.3 92.5 78.5 88.0
FREDA3 90.4 92.7 78.5 88.0

(a) Labeled F score on the in-domain test set.

Even with the best open track system for DM
and PSD, but improves on PAS and on

average, without making use of any syntax.



Experiments

DM PAS PSD Avg. * Even with the best open track system for DM
Du et al., 2015 8.1 913 75.7 863 and PSD, but improves on PAS and on average,
A&M, 2015 (closed) 88.2 909 764 86.0
A&M, 2015 (open)’ 894 91.7 77.6 87.1 without making use of any syntax.
BASIC 894 222 7i6 874 * Three of our four multitask variants further
SHARED | 89.7 919 778 874 , _
FREDA 1 900 923 781 877 improve over our basic model .
SHARED3 90.3 92.5 78.5 88.0
FREDA3 904 92.7 78.5 88.0

(a) Labeled F score on the in-domain test set.



Experiments

DM PAS PSD Avg. * Even with the best open track system for DM
Du et al., 2015 9.1 91.3 75.7 86.3 and PSD, but improves on PAS and on average,
A&M, 2015 (closed) 88.2 90.9 764 86.0
A&M, 2015 (open)Jr 894 91.7 77.6 87.1 without making use of any syntax.
BASIC 894 22 716 814  Three of our four multitask variants further
SHARED ] 89.7 919 778 874 . _
FREDA 1 900 923 781 877 improve over our basic model .
SHARED3 903 925 785 88.0 * Best models (SHARED3, FREDA3)
FREDA3 904 92.7 78.5 88.0

(a) Labeled F score on the in-domain test set.



Experiments-Effects of structural overlap

* DM and PAS are more structurally similar to each other than either is
to PSD.
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Experiments-Effects of structural overlap

* improves on DM and PAS, but degrades on PSD.

DM PAS PSD
UF LF UF LF UF LF
FREDA1 91.7 904 93.1 91.6 189.0 79.8
FREDA3 919 90.8 934 920 88.6 804

Table 6: Unlabeled (UF’) and labeled (LF') pars-
ing performance of FREDA1 and FREDA3 on the
development set of SemEval 2015 Task 18.






